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1. Introduction

In the worlds of public health, education, and poverty relief, a disposition toward “evidence-based” policy-making has redefined the way that many policymakers assess policy options. The evidence-based approach emphasizes the use of rigorous impact evaluations of pilot programs and previous applications of a given intervention. The goal is to determine whether a particular policy is worth pursuing, and to do so above and beyond theoretical arguments for why the policy is worthy. The question arises whether this approach is relevant to other policy areas—in particular, to areas of foreign assistance and conflict management that have traditionally been viewed as too sensitive or fluid for such demanding methods of evaluation.

We argue that the scope for applying evidence-based approaches to policy-making in the stabilization sector is much greater than current practice, especially US government practice, reflects. We focus here on impact evaluation for stabilization interventions, by which we mean discrete projects that have a clear beginning and end, take place in post-conflict or other “fragile state” contexts, and that aim to directly or indirectly strengthen the durability of peace and prevent individual level “human security” from being compromised by violence or intimidation by state or non-state actors. By impact evaluations, we mean studies that measure impacts attributed to an intervention using experimental or quasi-experimental methods to either compare “treated” and “control” units or compare different varieties of an intervention. To make our case, we present examples of state-of-the-art impact evaluations of interventions undertaken in the politically and logistically challenging settings that characterize stabilization environments. We focus on the lessons they offer for credibly establishing causal attribution. We also review initiatives recently undertaken
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to provide guidance on measuring stabilization outcomes. Our review of state-of-the-art evaluations and measurement initiatives leads us to conclude that available models and frameworks are more than adequate for dramatically expanding the scope for evidence-based policy-making in the stabilization sector.

Our analysis is motivated by recent advances in the agenda to apply principles of evidence-based policymaking to U.S. government assistance overseas. In February 2011, the U.S. Agency for International Development (USAID) released a new evaluation policy that called for substantial improvements in the rigor of evaluations of development assistance. The new policy reflected the growth of a “scientific” evaluation consensus in Washington, a consensus that has been driven in part by parallel advances in the social sciences over the past decade. In a January 2011 guidance statement on stabilization programming, USAID Administrator Rajiv Shah indicated:

Every activity is an opportunity to learn what works, what does not, and why. Finding innovative solutions that can be scaled for impact requires methodical experimentation. Create mechanisms to self-critique, continuously adapt, and share lessons learned, especially with our interagency, international, and cross-border colleagues. Build a culture that rewards adaptation, innovation, and problem solving. (USAID 2011)

The quote from Shah echoes almost verbatim what the International Initiative for Impact Evaluation (3ie) proposes as the objective of impact evaluation, namely to “measure the net change in outcomes that can be attributed to a specific program. Impact studies help inform policy as to what works, what does not, and why” (International Initiative for Impact Evaluation, 2011).

Up until now, impact evaluations have tended not to be applied to U.S. government-sponsored stabilization programs. Thus, a move toward doing so would represent a marked shift in standards and procedures for those working with the U.S. government in this sector. The first section below explores the U.S. government experience in more detail. Nonetheless, for all of the reasons that evidence-based policy making has made advances in other sectors including public health, education, and economic development, there is potential to learn many lessons about how to make stabilization policies more effective and efficient. The experience of other agencies suggests that with some creativity and attention to contextual details, rigorous impact evaluation is indeed feasible in this sector. Thus, the next two sections below examine strategies employed for (1) designing studies that allow one to attribute impacts to the stabilization intervention in question and (2) measuring the complex outcomes that are the targets of stabilization policies. Because there are few examples of U.S. stabilization program impact evaluations, we draw our examples from stabilization programs implemented by other agencies, including the World Bank and various international non-governmental organizations (NGOs). The hope is that this discussion will demonstrate that a stronger orientation toward evidenced-based policy could be a reality in U.S. sponsored stabilization programming.

2. U.S. experience in evaluating stabilization programs

In this section, we review evaluation practices for stabilization interventions over the last two decades by USAID, in particular those associated with the Office for Transition Initiatives (OTI), the 1207 Funding mechanism, and by the United States Department of State Bureau of International Narcotics and Law Enforcement (INL), which has become especially active in rule of law
programming in fragile states. We discuss some of the shortcomings of the evaluation practices to date for these types of interventions. By focusing on stabilization interventions, we are looking at a subset, albeit a large subset, of interventions in post-conflict or fragile state environments. As noted above, we consider those interventions that are designed primarily to strengthen the durability of peace. Many of these interventions include other elements or state additional objectives, for example reconstruction or civil society development. We distinguish stabilization interventions from programs that have another primary development objective, for example, public health, but are implemented in unstable environments. Based on the published program descriptions of those interventions we identified, we categorize the interventions into ten sub-elements of the Foreign Assistance Standardized Program Structure and Definitions (U.S. Department of State, 2010). See Appendix 7.1 for the full definitions. Understanding the key elements of these categories of interventions is the first step to considering impact evaluation designs.

We conducted an extensive search for publicly available evaluations of U.S. stabilization programs conducted over the last two decades, and found over 50 evaluations. While most evaluations include a discussion of what the evaluators observed as impacts, the larger part of the evaluations are focused on the process of the projects and the performance of the implementers. One typical example is “Final Evaluation: The OTI Program in East Timor” (Clark 2003). OTI’s program included peace structures, peace messaging, and consensus-building activities. The evaluation methodology involves three evaluators traveling to East Timor for three weeks at the end of the three-year program. They collected data through key informant interviews, grantee focus groups, comprehensive document review, analysis of project databases, and focused field trips outside of the capital. The evaluation’s conclusions and lessons learned include: “the psychological and political impact of OTI programming, especially in the early days of the transition, should be acknowledged as making a substantial contribution to calming turbulent seas”; “the procurement mechanisms and small grants authorities exercised by OTI were key to its success”; “OTI succeeded in earning USAID and the U.S. Government considerable credit in the eyes of the Government and of donor officials, as well as of the general public”; and “USAID was well-served by the personnel choices made by OTI and DAI in East Timor”.

We did find some “impact evaluations” that focus on program outcomes and collect data with the intent to measure the changes brought about by the program. One example is “Impact Evaluation: Youth Reintegration Training and Education for Peace Program” by Fauth and Daniels (2001). In this study, the authors randomly sampled the program participants and surveyed them at the end of the program. They asked questions to directly assess whether the different training modules met their objectives; for example, they asked participants whether they were better able to manage conflict after receiving training on conflict management. Not surprisingly, 99 per cent reported they were. 98 per cent reported being better able to solve problems after receiving problem solving training; 99 per cent reported being more self-aware after the self-awareness training; and so on. In an attempt to examine what might have happened absent the intervention, the authors asked participants whether they would have engaged in certain activities since the training and then asked them if they would have done so without the training. Again not surprisingly, the majority of participants responded that without the intervention they would not have engaged in these activities. The authors conclude, “The program has made a significant difference in the lives of the participants, and they have done things they would not have done if they had not participated.” (p. 13)

While this evaluation provides some interesting and useful qualitative information, particularly in the form of case studies and respondent comments, it cannot attribute impact to the
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intervention as it does not measure the non-intervention, or counter-factual, state. In addition, it relies solely on self-reported outcome data. These shortcomings severely limit our ability to learn what works, when, and why based on the evaluation. Of all the evaluations that we found of U.S. government-funded stabilization interventions, we only identified one that carefully examines the counter-factual in order to attribute impact (Paluck 2009a).

The U.S. government is well aware of the limitations of existing evaluation efforts. U.S. Government Accountability Office (GAO) reports routinely note the lack of a thorough and effective evaluation strategy in international development programs and missions. In fact, our survey of GAO reports on stabilization interventions shows that evaluations are typically thwarted by a lack of evaluation design, resources, logistics, or security issues. For example, a 2005 GAO report on Afghanistan security programs notes that the German, U.S., and Afghan governments providing police training fail to evaluate the performance of police trainees after graduation in the more remote areas of Afghanistan (GAO 2005). A 2010 GAO report on the management of USAID programs in Afghanistan concludes that USAID has not consistently followed its own guidelines for monitoring and evaluation and recommends that USAID, “fully assess and use program data and evaluations to shape current programs and inform future programs.” (GAO 2010, p. 3) These limitations are not unique to international development programs. A 2009 GAO report on Program Evaluation states that while federal agencies track progress towards goals through performance measures, “few seem to regularly conduct in-depth program evaluations to assess their programs’ impact or learn how to improve results.” The GAO goes on to say that “randomized experiments are considered best suited for assessing intervention effectiveness where multiple causal influences lead to uncertainty about program effects and it is possible, ethical, and practical to conduct and maintain random assignment to minimize the effect of those influences” (GAO 2009).

3. International experience in impact evaluations of stabilization programs

To explore the scope for impact evaluations of stabilization interventions, we conducted a comprehensive search for impact evaluations of stabilization interventions implemented by any donor or government. We identified over two dozen studies, some still ongoing, but unfortunately only covering seven of the ten program categories. See Appendix 7.3 for the full list. In this section, after a brief overview of experimental and quasi-experimental methodology, we examine the general characteristics of this group of impact evaluations, and then we elaborate specific strategies for estimating the impacts of stabilization interventions by focusing on four examples.

Numerous discussions are available on general strategies for estimating the impacts of interventions. The basic premise is that estimating the impact of an intervention versus no intervention requires that one establish a valid “counter-factual.” Thus, in estimating the impact of an intervention, we mean to estimate, on average, how outcomes among the group of beneficiaries who received the intervention differ from what would have happened had they instead not received the intervention. That latter condition is contrary to fact, and therefore represents the “counter-factual” condition.

By statistical reasoning, the most reliable method for establishing such a counter-factual is to take a large pool of potential beneficiaries and randomly assign some to receive the intervention and
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others to not receive the intervention. Then, both those who receive the intervention (the “treated” group) and those who do not (the “control” group) are examined over time. The combination of randomization over a large pool of potential beneficiaries ensures that those who receive the intervention will, on average, resemble those who do not. The latter group thus provides a valid counter-factual for the group that receives the intervention, and vice versa. Measuring outcomes over time on both the intervention and non-intervention group allows one to avoid the “before-after fallacy” (see Appendix 7.4). The very same logic holds when one is interested in studying the effectiveness of one type of intervention relative to another. Sometimes, randomization is either infeasible or unethical, in which case non-randomized, “quasi-experimental” methods may be used to establish a counter-factual. All quasi-experimental methods require that the analyst impose additional assumptions and therefore make larger leaps of faith in order to justify the counter-factual. This is why researchers sometimes refer to randomized evaluations as the “gold standard” and consider quasi-experimental evaluations as imperfect approximations to this gold standard.

3.1. General features of stabilization impact evaluations

In the set of identified impact evaluations of stabilization interventions, we find that researchers are able to implement randomized or cluster randomized treatments in almost 60 per cent of the studies, while quasi-experimental approaches account for 40 per cent of the studies. To get a sense of how this breakdown compares to impact evaluations of development programs in general, we can consider the set of 70 grants awarded by 3ie in its three Open Window competitions. This sample is certainly not a random sample of the population of relevant impact evaluations, but it is a sample of fairly recently funded evaluations where the grant program uses the same definition of “impact evaluation” that we do in this paper and states no preference for sector of intervention or for experimental versus quasi-experimental designs. Figure 1 presents the breakdown by type of evaluation design for the two sets of impact evaluations. The figure shows that the evaluation designs from the Open Window applications employ experimental methods in much greater proportion than for the stabilization evaluations. This casual evidence of higher prevalence of quasi-experimental designs is not surprising given that one of the objections cited to conducting impact evaluations of stabilization programs is that randomized treatment is often not feasible or ethical.
Our sample of impact evaluations reveals another prevalent strategy for using rigorous methods in these environments—conducting evaluations of pilot programs rather than established program. In fact, the majority of the studies we found examine pilot programs. Figure 2 shows the comparison with the Open Window applications.

Figure 2. Prevalence of pilot projects among interventions evaluated

Two other tendencies among these studies are consistent with the challenges of conducting impact evaluations in these contexts. Only one of the stabilization studies identified relies on
administrative data. The vast majority rely exclusively on primary data collected by the researcher, particularly for the measurement of outcomes. A few use both primary and secondary sources. Figure 3 shows this breakdown.\(^7\)

Figure 3. Sources of data

Finally, we see striking differences in the units of analysis used between the stabilization and the Open Window studies. Here the differences reflect the nature of the interventions, which are often directed at individuals with a view to changing individual behaviors (such as ex-combatants) or beliefs and perceptions (such as animosity to another group). Many stabilization interventions are delivered at the community level, such as peace dividends, and 13 of the 24 studies report community-level outcome measures in addition to household or individual measures. The two pie charts in figures 4 and 5 also present the average sample sizes for the stabilization evaluations and the proposed designs in the Open Window applications. Not surprisingly, the averages are smaller for the stabilization studies where we would expect data collection to be more difficult.\(^8\)

\(^7\) We are still coding the data from the Open Window applications for this variable, but based on our general knowledge of these studies, we believe the prevalence of primary-data-only studies to be greater among the stabilization set.

\(^8\) The sample sizes for the Open Window studies will likely change during the research. If we believe that sample sizes are more likely to decrease during study implementation, then the difference between the averages for the stabilization evaluations and the Open Window evaluations is biased up.
Figure 4. Units of analysis and average sample size, stabilization studies

Figure 5. Units of analysis and average sample sizes, Open Window studies
Considering the existing impact evaluations of stabilization interventions as a group reveals some prevalent features. These features are not surprising given the nature of stabilization interventions and the challenges of conducting impact evaluations in these unstable environments. Anticipating these features can help commissioners of impact evaluations to select the programs to be evaluated and select the researchers to evaluate them, as well as manage their expectations about the results. Experimental designs, although still in the majority, appear to be feasible less often for stabilization interventions. The careful and creative use of quasi-experimental methodologies will therefore be important for increasing the use of impact evaluations for learning about stabilization. Researchers in the field of stabilization impact evaluations appear to rely more often on pilot projects in order to conduct an evaluation. Impact evaluations of pilot programs, particularly where untested and innovative approaches are being studied, can be very useful, as recognized in the USAID Evaluation Policy (2011). Pilot projects may not always fully mimic the conditions of a scaled-up program, however, so the results should be interpreted cautiously.

Impact evaluations of stabilization interventions typically require the collection of primary data. There are examples where pre-conflict data can be used for tasks like sampling and matching. Given the difficulty of data collection, it is not surprising that we find that these impact evaluations also appear to be based on smaller average sample sizes, which may limit the analysis or require more sophisticated techniques.

3.2. Examples of strategies for identifying impacts

We illustrate the scope for evaluating stabilization intervention by taking a detailed look at the strategies employed in four selected impact evaluations of stabilization interventions. For this analysis, we have selected examples that illustrate a variety of techniques, contexts, programs, and practical challenges. The first two examples use randomization to establish causal attribution. We present these first as they demonstrate that near-ideal strategies can be applied in the stabilization context, given sufficient advanced planning and cooperation among implementing partners. The next two examples use “quasi-experimental,” non-randomized approaches to establish causal attribution. While quasi-experimental approaches are appealing in many ways, these examples usefully demonstrate that quasi-experimental designs require considerable technical sophistication if they are to produce reliable estimates of program impacts. Our discussions of each example follows a common structure that characterizes the program and intended impacts, key features of the strategy for establishing causal attribution, the strategy for measuring outcomes, and the substantive findings in terms of estimated impacts.

3.2.1. Peace dividends and community directed reconstruction in Sierra Leone

Casey, Glennerster, and Miguel (2011) study the impact of “GoBifo,” a 2006-2009 community-directed post-conflict reconstruction intervention in rural Sierra Leone, also known as community-driven development (CDD). The World Bank was the primary funder for the intervention, although the Government of Sierra Leone managed its implementation directly. The intervention made block grants of $4,667 available to each of the 118 villages in the treatment group. The “community-directed” aspect of the intervention was based on the fact that development committees in beneficiary communities were assigned to draft village development plans. These were then submitted to regional government offices for approval, upon which the block grant would be disbursed to implement the plan. The intended impacts of the program were to deliver material benefits to beneficiary villages, to ensure that such benefits reached historically marginalized groups (here, women and youth), and also to enhance the collective action capacity of the villages for
solving future village-level problems. As Casey et al. write, “once an organizing body is in place and residents have reached consensus on local priorities, the next collective project should be less costly to identify and execute” (p. 10).

The GoBifo study established causal attribution based on the fact that out of a pool of 236 eligible villages, 118 were randomly assigned to be beneficiary communities and the other 118 were assigned to receive no support during the four year program cycle, and thus serve as a control group. The pool included areas with limited NGO presence. The pool of candidate villages was also restricted to villages of appropriate size for a community-directed program. As such, all of the villages in the pool could be considered as being worthy of assistance. But resources were limited to providing benefits to only half of them. We imagine that this precise circumstance is a common one that arises in stabilization programming. By using randomization as the mechanism to determine which of the eligible villages would be selected as beneficiary villages, the program allowed for a rigorous assessment of impact. In addition, random selection of beneficiaries from a pool of eligible candidate villages was, arguably, a fair way for scarce program resources to be allocated. The random assignment was done within wards to ensure balance between treated and control villages in terms of region, politics, and ethnicity.

Casey et al. designed an outcome measurement strategy that consisted of a combination of household surveys, focus group discussions, and “structured community activities” undertaken in both control and treated communities. The structured community activities were quite innovative, consisting of a matching grant program, a meeting to decide on how a free resource would be allocated, and the provision of free tarpaulin for villages to use in whatever manner they liked. Each of these activities provided an opportunity for the villages to reveal, behaviorally, their collective action capacity and whether marginalized groups would receive access to village benefits. Another exceptional aspect of the design of this study was that the researchers pre-registered their outcome analysis plan at the start of actual programming. In the section below on measurement, we discuss the benefits of establishing an early outcome measurement strategy.

The study found that the intervention had mixed impacts. While the intervention succeeded in delivering material benefits to the beneficiary communities, impacts on collective action and inclusion of marginalized groups were not significant. That is, from the surveys, focus groups, and activities, the treated communities did not exhibit significantly better collective action capacity or tendency to include marginalized groups in decision making or sharing of benefits. The results raise important questions about the assumptions guiding community-directed reconstruction and development programs, and pave the way for new thinking about how social outcomes such as inclusion and collective action capacity may be targeted more directly.

The Casey et al. evaluation was exceptional in its rigor. Some readers may wonder whether the Sierra Leone setting was unusually conducive to such a rigorous evaluation. Our sense is not: similar randomized evaluations have been carried out to evaluate community-directed reconstruction programs in Afghanistan (Beath et al., 2010), Democratic Republic of Congo (Humphreys, 2008), and Liberia (Fearon et al., 2008; 2009). Without question these are among the most challenging settings for either programming or research. Thus, the factors that limit the application of rigorous methods appear to be less the difficulties associated with the context, and more the goals, planning, and cooperation among those involved in the programming.

### 3.2.2. Peace messaging in Rwanda

Paluck (2009b) studies the impact of a reconciliation-messaging soap opera, “New Dawn,” broadcast nationally over radio in post-war Rwanda over the course of 2004. New Dawn was produced by the international NGO, La Benevolencia, whose goal was to create a program to
promote inter-ethnic reconciliation after genocide and war. The intervention targeted individuals in post-conflict regions and intended to change their beliefs about ethnic out-groups, perceptions about prejudicial behavior and ethnic hostility, and willingness to be more assertive in voicing individual opinions rather than deferring to authority.

At first glance, it would appear difficult to establish causal attribution between a nationally broadcast radio program and the outcomes of interest. Everyone in the country had, in principle, access to the program and a comparison between those that actually listened and those that did not would likely result in spurious findings, as listeners and non-listeners probably differ in ways that did not necessarily have anything to do with the radio program. Paluck’s strategy for overcoming this hurdle was to establish listening groups, and then to randomly assign half of those groups to listen every week to New Dawn and the other half to listen every week to an alternative, non-reconciliation-based radio program at the same time that New Dawn aired. (The alternative program was a health program.) In this way, Paluck was able to construct a control group that allowed her to isolate the effects of the content of the New Dawn soap opera. The randomization plan matched 12 communities into pairs, and then a coin flip was used to determine which half of a pair would listen to New Dawn and which would listen to the alternative program. This created a matched-pair randomized evaluation design.

In a manner similar to Casey et al., Paluck’s measurement strategy included a combination of survey-based measures, focus groups, and observed behavioral measures. The survey measures included questions that asked subjects about the appropriateness of various types of behavior involving co-ethnics and non-co-ethnics – for example, whether it would be okay for one’s daughter to marry a man from the other ethnic group. Transcripts from the focus groups were coded in order to assess degrees to which participants were willing to express dissenting opinions. Finally, a group-sharing task was constructed to provide a behavioral measure of the degree to which members of treated and control listening groups were willing to voice individual opinions. In the task, groups were provided with a cassette player and a set of audio cassettes; and enumerator observed the manner in which the groups decided on access to the player and cassettes. The results of the study showed that the program produced strong effects on subjects’ perceptions of what types of behavior others would deem acceptable, but no discernible impact was recorded on subjects’ own beliefs about what was acceptable. Strong effects were also estimated on subjects’ willingness to dissent or voice individual opinions during group deliberations.

What the New Dawn study demonstrated was that, with some creativity, a randomized trial could be fashioned from a national level program. One can imagine other possibilities for such an approach. For example, sometimes, national institutions are put in place but awareness or understanding of these institutions may be weak. An assessment of the impact of such institutions might be constructed by randomly selecting communities to receive intensive public awareness campaigns.9

3.2.3. Ex-combatant reintegration in Burundi

Gilligan, Mvukiyehe, and Samii (2011) study the impact of a national ex-combatant reintegration program in Burundi in 2006-2007. The program was financed by the World Bank administered
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Multi-Country Demobilization and Reintegration Program (MDRP), and consisted of a caseload of 23,000 ex-combatants, including 14,000 ex-rebels. The program benefits included 18 months of a reinsertion allowance, livelihood and psychological counseling, and a socio-economic reintegration package. The evaluation was limited to studying the impact of the socio-economic reintegration packages on ex-rebels' reintegration prospects. Program beneficiaries could choose between a package that included support for continued formal education and a package that included training and in-kind material assistance to start a livelihood. Over 90% of beneficiaries elected to receive the latter, and so the evaluation focused on the impact of such livelihood assistance both on establishing a productive, legal livelihood (“economic reintegration”) and on adopting a social and political disposition that accepted civilian status and the legitimate authority of the country’s democratically elected leaders (“social and political reintegration”). The assumption behind the program was that both types of reintegration were important in removing motivations to return to arms. The intended impact of the program was to boost economic reintegration and, as a consequence, induce political reintegration.

The program was intended to provide benefits to all ex-combatants, and so there was no way that the program could deny benefits altogether to some ex-combatants through random assignment. That being the case, Gilligan et al. exploited the fact that the roll out of the program occurred according to different timelines in different regions of the country. In two out of three programming regions, programming was initiated in the autumn of 2006, whereas in the third, it did not begin until about a year later. The would-be beneficiary ex-combatants in the delayed region thus provided a pseudo-control group relative to the ex-combatants in the regions that began to receive benefits in 2006.

There are some important limitations to this evaluation design, however. First, while the reasons for the delay in the one region had nothing to do with types of ex-combatants that resided there, there are incidental differences that distinguish the economic and political context in this region relative to the other two regions, and there are also incidental differences in the demographics of the ex-combatants in this region relative to the other two regions. Thus, Gilligan et al. had to use various statistical adjustments to account for these incidental differences. This requires that we accept the validity of the statistical adjustments, which may require a leap of faith for some. Second, the staggering in the roll-out of the program was of relatively short duration, and as a result only relatively immediate impacts could be assessed. Ideally, one would want to examine the long-term impacts of the program, but this evaluation design does not permit such possibilities. Third, it is possible that a staggered rollout design can be tainted by the fact participants with delayed treatment nonetheless anticipate that they will eventually receive benefits and as a result change their behavior. Thus, the pseudo control group acts differently than if it had no expectation of eventually receiving the program and does not serve as a true counter-factual. Certain assumptions have to be believed in order for one to believe that this design provides a proper counter-factual to the program. Nonetheless, as Gilligan et al. argue that even with these limitations, the evaluation design is very useful because it allows us to assess possible program impacts and avoid bias that is present in comparisons of those who voluntary chose to participate in a reintegration program.
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The measurement strategy for the evaluation was based solely on individual-level surveys. Thus, ex-combatants in the treated and control groups were asked questions about their income and livelihoods, as well as their attitudes toward civilian versus combatant life, satisfaction with the peace accords, and support for current government and institutions. The results of the analysis showed a large reduction in poverty incidence and a moderate increase in the attainment of semi-skilled or skilled occupations over unskilled, suggesting that the program did cause substantial economic reintegration gains. However, there were no perceptible effects on the measures of social or political integration.

Opportunities to use phased roll-out in this manner likely arise often in programming contexts, and with due care they can be used to test out a program concept before full-scale implementation. A slightly different approach would be to experiment with various alternative program concepts at a pilot level and use the results to determine which of the program concepts under consideration is most suitable for full-scale programming. While ex-combatant reintegration programs are often considered as “emergency” programs that suffer from exigent circumstances and require haste, the experience relayed by the Gilligan et al. study suggests that there can be sufficient flexibility to pilot ideas and use phased roll-out to refine the program concept.

### 3.2.4. Peace dividends and community directed reconstruction in Aceh

Barron, Humphreys, Paler, and Weinstein (2009) study the impacts of a 2006-2007 World Bank-sponsored program in Aceh, Indonesia to reconstruct communities and reintegrate displaced households and ex-combatants after 30 years of conflict. As in the GoBifo intervention studied by Casey et al. (above), the Aceh reconstruction and reintegration program used a community-directed reconstruction mechanism to determine how resources would be allocated locally. The intended impacts of the program were to improve average material well-being in beneficiary communities; to improve social cohesion across various lines of cleavage, including ex-combatants and non-combatants, as well as non-displaced and resettled displaced households; and to improve trust in Aceh’s government.

The Bank did not have resources to provide assistance to all communities in Aceh, and so some beneficiary selection process was required. Above, we have seen how randomization and staggered roll-out have been used. In this case, the Bank used another type of beneficiary selection process that still allows for rigorous impact evaluation so long as adequate records are kept. The Bank used a targeted selection process: they targeted the most conflict-affected areas, but restricted access to communities that had local administrative capacity sufficient to manage the block grants. This targeting meant that, by construction, beneficiary and non-beneficiary communities differed in important ways—namely, in terms of their conflict exposure and local administrative capacity. Thus, the beneficiary and non-beneficiary communities could not be treated as if they were randomly assigned. However, the Bank’s selection process offered an advantage in that detailed records were kept on exactly how and with what data the beneficiary communities were selected from the overall pool of communities. Using this information, Barron et al. were able to identify exactly which non-beneficiary communities had a very strong chance of being selected had more resources been available, and which of the beneficiary communities would have been excluded were fewer resources available. These “marginal” non-beneficiary and beneficiary communities can thus be treated as if they had been randomly assigned to beneficiary and non-beneficiary status.

Barron et al. used a combination of surveys and behavioral games to measure outcomes. In the surveys they recorded subjective measures, such as village leaders’ assessments of poverty rates and social conflicts in their village, and household members’ perceptions of their material and social well-being and satisfaction with government. They also used the surveys to collect more objective
measures, including household assets, land use, wages, employment, education, and health, as well as public goods-related outcomes reported by village heads. A behavioral game measure asked household survey respondents to decide how to split a payment that they received for participating in the survey between themselves and a fund for local government development projects. This was intended as a measure of trust in local government. The evaluation found numerous positive welfare impacts—for example, an 11 percentage point decrease in perceived poverty as well as asset and land use improvements. However, they found no discernible impact on trust toward government and little impact on social cohesion. In fact, in the latter case, the evaluation found that beneficiary communities tended to be less accepting of ex-combatants.

The key take-away from this case study is that, even with a targeted selection strategy, rigorous impact evaluation is possible so long as beneficiary selection is based on (i) clearly recorded steps and (ii) background data that are accessible to evaluators outside the program. With these two elements in place, those evaluating the program can retrace steps and replicate the entire beneficiary selection process. Not only is this a transparent and fair way for beneficiaries to be selected, but it provides a firm foundation for constructing a counterfactual. Our experience suggests that this kind of approach may be applicable in many settings where randomization is not possible. Indeed, some kind of targeting is routine in many international development interventions. The problem has been that the beneficiary selection processes are often imprecise, based on incomplete or low-quality data if any data at all, and have little or no systematic record keeping of the steps involving in narrowing the pool of potential beneficiaries to those actually selected. Thus, the opportunity to apply this sort of strategy does not require so much of a change in the general approach to beneficiary selection, but rather a systematization of the general approaches already used.

4. Principles for measuring stabilization outcomes

In this section, we address principles for constructing valid measures of stabilization outcomes and using such measures to estimate impacts. As demonstrated by the descriptions in section 2.1, stabilization interventions target a wide range of complex, multi-dimensional outcomes and sectors. Furthermore, “stability” can be assessed at the individual, household, and national levels of analysis. While employment or consumption-based poverty rates might suffice as primary measures for evaluating poverty eradication programs, in many cases stabilization programs intend to bring about changes that are less clearly defined at the individual or household levels (while simultaneously supporting employment and poverty eradication). Moreover, while agencies may commission an evaluation of the contributions of an intervention to national-level stability, national outcomes depend on a wide range of social, economic, and political factors among which a given program is typically a miniscule component. Considerable thought should go into ensuring that the right metrics are chosen and that they are being applied at the right level of analysis. The appropriate focus will depend on the nature of the intervention.

A few initiatives have been undertaken to catalogue outcome measures for stabilization interventions. Perhaps the most comprehensive to date is the MPICE framework, outlined in Dziedzic, Sotirin, and Agoglia (2008; 2010). MPICE consists of a large catalog of indicators grouped into the themes of security, politics/governance, rule of law, economic conditions, and social well-being. The indicators are based mostly on a “macro-stability” perspective (that is, at the country or region level), but for impact evaluations we typically require measurements that can be assessed at the “micro” level (that is, at the level of individuals, households, or communities). Nonetheless, many of the indicators could be suitably redefined at the micro level for use in impact evaluation. The MPICE framework is quite thorough on social and political indicators, but less so on economic indicators. The economic indicators presume a level of development that is beyond many
stabilization contexts (e.g., it focuses on industrial activity and formal employment, whereas non-mechanized agriculture predominates in most societies that host stabilization interventions).

The World Bank’s Living Standard Measurement Survey modules for poor countries may be more appropriate as measures of economic vitality. Other proposals include a useful contribution by Christia (2010) on a community-level stabilization assessment framework based on routine micro-level activities that could be interrupted by insecurity. Geared to the Afghanistan context, Christia’s suggestions included measures of proportion of local officials who live and work in their home communities, rates of school attendance, costs of transporting goods into the community, levels of activity in local markets, and willingness of locals to share information on sources of insecurity. The set of measures may vary from context to context, but the general principle is to measure recovery in the rates of routine activities that may be sensitive to insecurity. A working paper by Brück et al. (2010) reviews household- and individual-level survey-based indicators of violence and insecurity. Our review of U.S. government F-indicators suggests that they would not provide an adequate framework for impact evaluation, as they focus only on outputs and programmatic outcomes that may give little indication of genuine impact.

The set of evaluations that we have studied in the previous section leads us develop a typology of outcomes and associated measures. We distinguish between outcomes that are subjective attitudes and perceptions versus outcomes that are objective behavior. Subjective attitudes and perceptions include individuals’ grievances (“are you getting what you deserve?”), normative beliefs (“is it okay for your kids to marry members of the out-group?”), and other hard-to-observe conditions (“how much do you worry about theft in the night?”). These are typically measured with survey interviews. In contrast, objective behavior may be self-reported (“did you vote in the last election?”) or behavior that is directly observed by members of an evaluation team (actually consulting voter turnout records, if they are available).

While attitudes and perceptions may be precise and easy to collect, they suffer from many known problems. Survey interviews are “obtrusive” in that they require evaluators to intrude into the natural environment of subjects. Subjects are thus very aware that they are being assessed. In addition, incentives for respondents to reply honestly in a survey may not be great. This combination introduces the possibility of “social desirability” bias, if subjects respond in a manner that they think the interviewer will receive favorably, rather than providing honest answers. These biases may be especially severe in the stabilization context because subjects often have reason to think that the result of the evaluation will influence the likelihood of continued assistance. Attitudes and perceptions can be “noisy” measures in that people change their minds. In addition, the questions may be abstract, and so evidence of impacts on an attitudinal variable may not imply any material changes. Finally, it is difficult to judge the substantive importance of attitudinal impacts, given that the scales on which they are reported are often arbitrary. Statistically significant changes on a Likert, Guttman, or binary scale may not provide a clear indication of substantive significance. Self-reported behavior measures share many similarities with attitude- and perceptions-based measures. They too are easy to collect. But again, they are vulnerable to social desirability bias. In addition, self-reported behavioral measures rely on subject memory, which is prone to error.

The drawbacks of attitudinal measures and self-reported behavior have led many social scientists to place a premium on using observed, preferably unobtrusive, behavior to measure impacts (Webb, Campbell, Schwartz, and Sechrest 2000). Observed behavioral measures include those that are produced in “real world” settings, those that are produced in “artificial” settings, and those that are somewhere in between—what we will refer to as “artifactual” settings. The studies reviewed above contain a mixture of each of these types of measures. “Real world” observed

12 Such a normative belief is used in Paluck (2009b).
behavior might be measured via, for example, satellite readings of agricultural activity, crime statistics, or mobile phone company records of credit purchases. Such measures tap directly into material conditions and, if systems are in place to obtain such measures reliably, then they are often readily accessible. However, such systems may be expensive to set up. In addition, measures such as these may suffer from the problem of “overdetermination”—that is, they may be affected by many forces of which a given intervention is only a small contributor, or there may be many conceivable causal pathways linking an intervention to such outcomes.

For this reason, social scientists also rely on “artificial” and “artifactual” behavioral measures to assess the relative importance of different potential causal pathways. Artificial behavioral measures include economic games, which try to overcome the obtrusiveness problem by providing incentives for subjects to act sincerely. Economic games can help to isolate impacts on hard-to-observe traits. In this way, games can be used in combination with real world measures to try to tease out whether one or another causal pathway is responsible for changes that we observe on the real world outcome. For example, Fearon, Humphreys, Weinstein (2009) use economic games to study the impact of the a CDD program in eastern Liberia to measure impacts on community-members’ sense of obligation to each other. These researchers also measured income, consumption, and other aspects of material welfare (as reported in Fearon, Humphreys, and Weinstein (2008)). They find that feelings of obligation, as measured in the games, increased but there was no substantial increase in material welfare. This combined measurement strategy has the virtue of allowing us to draw a nuanced conclusion: while the program produced gains in terms of social relations, this did not translate into meaningful effects on material welfare. The drawbacks of artificial behavioral measures are that they are difficult to collect and they are vulnerable to subjects’ misinterpreting incentives as intended by the researcher.

A middle ground between measures of “real world” and “artificial” behavioral outcomes comes in the form of “artifactual” measures, which involve researchers designing a task to be performed by subjects in the evaluation, but the task is designed in such a way that the subjects are not aware that it is being used as a measurement tool. An excellent example of this strategy was given in the study discussed above by Casey et al. (2010) undertaken in Sierra Leone. In that study, both treated and control communities were given the opportunity to submit a proposal for a second round of assistance. The assistance opportunity was a real one—there would indeed be aid delivered to those communities who succeeded in submitting a proposal—but the opportunity itself was consciously constructed by the evaluation team and implementing agency to assess the capacity-building effects of the intervention. In their study, Casey et al. found that CDD programming did not increase a community’s ability to succeed in submitting a proposal, leading them to conclude that whatever social gains there may have been from the program were insignificant when it came to trying to solve a real, high-stakes problem.

Artifactual measures such as this combine the structure of games, allowing for assessment of difficult-to-observe traits, with the unobtrusiveness and clear interpretability of real-world behavioral outcome measurement. The only drawbacks are their (typically high) cost and the considerable planning that they require. In general, it is our view that the strongest evaluations combine multiple types of measurement in order to obtain meaningful and easy-to-interpret outcome measures (e.g., using “real world” or “artifactual” behavioral outcomes) while also being able to provide insights on causal pathways that are at work (e.g., using “artificial” behavioral measures as well as survey questions getting at attitudes and perceptions). Figure 6 shows the mix of the different outcome measurement types in the stabilization evaluations. On average, these studies use at least two types of outcome measures. 20 of 24 studies use a self-reported objective measure of some sort. Nine use an artificial measure, and four use an artifactual measure.
Given that there is not always a single individual- or household-level outcome that serves as a satisfactory indicator, the potential exists for evaluators to get lost in a soup of dozens, if not hundreds, of indicators and associated impact measurements. Figure 7 below shows the distribution of the number of different outcome measures reported in the stabilization evaluations. Eleven of the 24 studies report more than 25 different outcome measures. Accordingly, some structure is required to combine a multitude of outcome measures and associated analyses into useful conclusions. In a recent review of impact evaluations of “social cohesion” interventions, King, Samii, and Snilsveit (2010) proposed two general strategies for structuring analyses that involve multiple complex multidimensional outcome measures. The first is to construct a directional map of the theory of change, tying together the intervention, potential causal paths, and end states, and then position each of the potential metrics in this directional map, as is done in a results framework or evaluation logic model. A basic example of this strategy is described above in the discussion of Fearon et al.’s (2008; 2009) evaluation of the CDD intervention in Sierra Leone. The games allowed one to assess whether the causal pathway of “improved social relations” was active when trying to make sense of the estimated impact on the end state of “material welfare.”
The second strategy is to nest individual indicators into sets that relate to “core hypotheses”, and then to perform tests in a manner that combines the information provided by each of the individual indicators. In doing so, one obtains a single test of a core hypothesis that takes all of the available evidence into account simultaneously. For example, in the study by Casey et al. (2010), the authors sought to test a hypothesis that the CDD intervention in Sierra Leone would increase beneficiary villages’ social capital. In the evaluation, social capital was measured with a set of 146 indicators, including a combination of attitudinal and behavioral measures. In this case, if there were no effects at all but each of these measures was treated as an independent test, statistical reasoning would have us expect about 7 or 8 of these tests to show an effect that is significant at the 5% confidence level. A mistake (and one that is seen often) would be to then interpret these 7 or 8 tests as demonstrative of an effect on social capital. This is known in the technical literature as the “multiple comparisons” problem. In order to avoid such pitfalls, Casey et al. (2010) use statistical methods that estimate effects for these 146 outcomes jointly and come up with an overall estimate for the aggregate impact on “institutions” in the abstract along with estimates of impacts on each of the 146 component measures which were adjusted to take into account dependencies across the measures. This highly technical exercise results in a very interpretable and policy-friendly way to present conclusions.

As emphasized by King, Samii, and Snilsveit, it is crucial that the measurement and aggregation strategies be written into a protocol prior to start of the evaluation—and, ideally, prior to the start of the intervention itself. There are three main reasons to do this. First, it provides an opportunity for all those involved in the intervention and evaluation to check assumptions and make revisions to either the intervention or evaluation before resources are committed. Second, it provides clear expectations against which we might judge “failure” or “success,” and, in the process, learn how to design more effective interventions. Contrary to the claims of Stave (2011), establishing a priori expectations does not close off opportunities for learning. Rather, by clearly laying out a theory of change that links assumptions to expectations, one is well positioned to use deviations

---

from expected outcomes as opportunities to revisit assumptions and, ultimately, to learn. Third, by establishing analytical protocols for interpreting a large number of indicators (using the two strategies outlined above) one ensures that the evaluation will produce coherent answers to focused questions and guards against the multiple comparisons problem. For those commissioning or using the results of evaluation studies, the point is that there are reasonable ways to measure stabilization impacts, despite their complexity.

5. Conclusion

What we have attempted to show is the ideals of evidence-based policy-making do indeed have a place in informing stabilization programming. That being the case, the evaluation record of U.S. stabilization programs has been dismal. Through an exhaustive search of over 50 evaluations of U.S. stabilization programs over the past decade, we found only one example of a study that applied state of the art methods to establish a counter-factual for attributing impact. In a time of budget austerity combined with ongoing international commitments, the U.S. stabilization policy community cannot afford to fall behind in adopting state of the art evidence-based practices. Fortunately, this policy community can look to international experience with impact evaluation in stabilization programming for insights. International NGOs, other donor countries such as the United Kingdom, and multi-lateral institutions such as the World Bank have been much more progressive in applying the evidence-based policy approach to stabilization programming. It is in their work that the U.S. policy community can draw lessons, catch up, and make good on the goals outlined in the current USAID evaluation policy. Our four case studies and the subsequent discussion illustrate the diversity of approaches available for organizing productive research collaborations, establishing causal attribution, and measuring complex stabilization outcomes.
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7. Appendix

7.1. Stabilization categories and definitions used in this paper from the “F” Structure

Foreign Assistance Standardized Program Structure and Definitions (4/8/2010)

Peace and Security

Sub-Element 1.3.2.3: Reintegration
Sub-Element 1.3.7.1: Civilian Police Reform
Sub-Element 1.3.7.3: Community Security Initiatives/Community Policing
Sub-Element 1.6.1.2: Peace Dividends
Sub-Element 1.6.2.1: Peace Structures
Sub-Element 1.6.2.2: Peace Messaging

Governing Justly and Democratically

Sub-Element 2.1.1.3: Transitional Justice
Sub-Element 2.3.1.1: Consensus-Building and Dialogue Processes
Sub-Element 2.3.1.2: Civil Society Advocacy and Oversight of Consensus Building Processes

Investing in People

Sub-Element 3.3.2.2: Victims of War

Sub-Element 1.3.2.3: Reintegration
Definition: Reintegrate belligerents back into their communities, and women and children associated with armed groups, by: supporting infrastructure, quartering and civic training for ex-combatants; providing temporary jobs; funding education and vocational training for ex-combatants and their families; providing funding for income-generation; and offering remedial schooling, trauma counseling and family reintegration. It may also include family tracing and reunification of former child combatants, both boys and girls. Such programs are normally community based, and activities conducted herein should be integrated whenever possible with their sectoral counterparts, e.g. “Investing in People/Education” or “Economic Growth/Economic Opportunity.” They should also be connected to the Durable Solutions activities undertaken as part of Humanitarian Assistance.

Sub-Element 1.3.7.1: Civilian Police Reform
Definition: Develop police forces through capacity-building (training and education both in the classroom and in the field); organizational development; civil service reform (pay and rank reform); management and leadership; equipping, infrastructure, aviation, gender sensitivity, and public affairs, among other activities. As the foundation for such a service is fundamentally rooted in the rule of law and respect for human rights, activities conducted in support of this sub-element should be coordinated with programs under the Rule of Law elements in GJD.

Sub-Element 1.3.7.3: Community Security Initiatives/Community Policing
**Definition:** Mobilize communities and individuals (women as well as men) to prevent or reduce crime, violence or insecurity singly or through community-police coordination. Provide safety and security services – via both state and non-state providers – to outlying areas. Assist communities and individuals to work with governments and police to reassert control over ungoverned spaces, militia strongholds, and/or ganglands in urban, peri-urban and rural environments and may include the expansion of essential services.

**Sub-Element 1.6.1.2: Peace Dividends**

**Definition:** Support quick-impact, results-based activities required to demonstrate the positive impact of a peace process, operation or other event, such as mobilizing small grants for communities and local/national governments; ensuring delivery of services (e.g. "ministry in a box"); bringing local and national government authorities closer to their constituencies (e.g. town hall meetings, consultations, production and dissemination of information); generating employment for potential spoilers; and managing expectations.

**Sub-Element 1.6.2.1: Peace Structures**

**Definition:** Create substitute mechanisms in the absence of formal peace and in the midst of peace processes in order to meet the needs of people affected by conflict. Provide capacity building and training support to the parties in conflict; develop knowledge, attitudes and practices surveys; engage local communities in the peace process; and serve as a catalyst and connector between the national process and people. Support informal - most often civil society driven - multi-stakeholder confidential or public dialogues that facilitate dialogue and stimulate the exchange of ideas between the nation’s political stakeholder groups including civil society and community actors in a constructive, inclusive forum.

**Sub-Element 1.6.2.2: Peace Messaging**

**Definition:** Support the media during peace processes in order to ensure balance, transparency, and accountability. Includes: supporting innovative media programs that inform and prepare people to accept the outcome of credible negotiations; creating better understanding between parties and their followers – including providing forums for dialogue; educating the public about the process and issues involved in the negotiations; and facilitating important attitude and behavioral changes towards a more just and peaceable society.

**Sub-Element 2.1.1.3: Transitional Justice**

**Definition:** Address past war crimes and human rights violations through retributive or restorative justice mechanisms, including vetting, truth and reconciliation commissions; international, local or hybrid tribunals; community-based approaches, and customary/traditional practices.

**Sub-Element 2.3.1.1: Consensus-Building and Dialogue Processes**

**Definition:** Support consensus building political processes at national, sub-national and/or local levels that incorporate views of all stakeholders including political parties and groupings, citizens, and formerly warring factions to establish a national consensus on the political structures of the state. These processes can be directly related to broader peace agreements or may occur in the narrower context of a political transition. Support citizen knowledge of and participation in consensus building forums, including marginalized groups and vulnerable populations.

**Sub-Element 2.3.1.2: Civil Society**
Definition: Support civil society oversight of the consensus-building processes, as well as advocacy into the process. Support citizen knowledge and civic education related to consensus building processes.

Sub-Element 3.3.2.2: Victims of War
Definition: Remove barriers to enable the full participation of victims of war in supportive communities. Help people obtain prosthetics and rehabilitation as well as training to return as functioning members of society and to be able to provide for themselves and their families after suffering injuries caused by conflict or the remnants of conflict, including landmines and other unexploded ordinance (which may be linked to the Peace and Security Objective, specifically the Explosive Remnants of War Element).
7.2. Search methodology

Databases used include:

Journals used include:

Keywords used include:
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7.4. Before and after fallacy

Impact is a subtle concept and it is often misunderstood. People sometimes define impact as the “difference between beneficiaries’ well-being before and after a program.” This is generally incorrect. We can call it the “before-after fallacy.” It is a fallacy because many things affect how beneficiaries’ well-being changes over time. There is no reason to attribute such change (whether positive or negative) to the program. We need to have a comparison group. Figure 1 illustrates this. It shows a case where the “before-after fallacy” would result in an unfairly negative judgment on the program. The well-being of beneficiaries (the “treatment group”) goes down over time. A naïve interpretation would be that the program caused harm. We avoid this fallacious conclusion by looking at a “control” group. What we see is that both groups experienced a decline in their well-being. However, the decline is less severe for the program beneficiaries than for the control group. Therefore, the program had a positive impact.

Figure 1: Illustrating the Before-After Fallacy