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POL-GA.3200.002 
Quantitative Field Methods 

Spring 2012 
Working Draft  – Subjec t  to  Revis ion – Comments Welcome 

 
Instructor:   Cyrus Samii 

NYU Politics Department 
19 West 4th Street, Office 424 
cds2083@nyu.edu 

Class time/location:  Thursdays, 4:00pm – 6:00pm 
19 W 4th St, Rm. 212 

Office hours:  Wednesdays, 1-4pm, or by appointment 
 
I. Overview 
 
This is a graduate course on statistical methods for designing quantitative social science field 
research, including sample surveys, field experiments, and observational (quasi-experimental) studies.  
The purpose of this course is to train graduate students in the social sciences to design rigorous 
quantitative micro-level fieldwork for their research.  The learning goals are (i) to understand why 
some sampling, experimental, or measurement techniques are to be preferred over others, (ii) to be 
able to analyze design alternatives and implement sampling, treatment assignment, and measurement 
algorithms in the R statistical computing environment, and (iii) to develop an ability to take 
meaningful social science questions and translate them into hypotheses and research designs that can 
address the questions in a compelling manner. 
 
II. Prerequisites 
 
Prerequisites are introductory graduate-level statistics such as a first-year sequence covering 
probability, inference, and regression. The Survey Research Methods (RESCH-GE.2139) course taught 
through the Steinhardt School (or equivalent) is highly recommended though not required.  The 
presentation will be math intensive.  Weekly assignments will involve statistical programming in R. 
 
III. Texts 
 
In order to provide adequate clarity, depth, and breadth, the course will draw on both classic texts as 
well as recent literature in statistics and social sciences.  Texts covering each of the topics are shown 
below and will be made available in PDF format.  All of the texts are recommended, but for weeks 
with exceptionally heavy reading lists, students may choose to focus on only a few of the readings 
for that week while skimming the others.  Texts that contain key concepts and formula and 
therefore require special attention will be flagged in class. 
 
IV. Requirements and policies 
 
Programming assignments: Developing fluency with R as a statistical research design tool is a core goal 
of the class.  You will have regular R programming exercises to carry out analyses and simulations 
based on topics covered in class.  Data for the assignments will be provided and relevant packages 
and functions will be indicated.  For each assignment, students must submit their own write-ups, 
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with all graphs and tables.  These will typically be due at the next class, although late assignments 
may be accepted under approval of the instructor. We may discuss assignments in class, and so each 
student should be prepared to do so.  These assignments will account for 50% of your grade. 
 
Research design proposal: Each student will each come up with a research design proposal for either a 
field experiment or observational study. The design proposal will include a full discussion and 
justifications for the treatment assignment method or identification strategy, sample size and 
sampling plan, and measurement techniques.  The last few weeks of class will be reserved for 
students to present their research designs.  The design may be based on either an original research 
topic (including thesis or dissertation research) or “enhanced” replication of a study archived on 
either the ISPS or JPAL experiments archives (ISPS experiments archive: http://bit.ly/sV3yxu; 
JPAL political economy experiments archive: http://bit.ly/sK7lAB).  By “enhanced” replication I 
mean that the design allows for rigorous testing of refined or additional hypotheses that go beyond 
the main hypothesis that was tested in the original research.  For example, the enhanced replication 
may use blocking or a factorial design in order to unpack the meaning of an interaction effect or a 
presumed mediation effect that was identified in the original study.  A draft version of the proposal 
will be presented before the class, and then the final proposal will be due one week after the last 
class.  The proposal will account for 30% of your grade. 
 
Attendance and participation: Attendance is required.  Participation in discussions of assignments is 
required. Presentation of a draft research design proposal is required.  Attendance and participation 
will account for 20% of your grade. 
 
Eligibility for the class:  The class is primarily meant to serve PhD students in politics, however if 
availability permits, the class is open to graduate students from other programs/schools.  The cap is 
20 students.  If we reach the cap, priority will be given to NYU politics PhD students beyond first 
year, NYU PhD students in other departments beyond first year, and then NYU master’s students 
beyond first year.  Other types of students will be admitted based on consideration of their 
preparation, potential to benefit from the course, and possibility of taking the course in the future. 
 
Auditing: The nature of the class is interactive and requires full participation. Thus, no auditing will 
be permitted. 
 
Special needs: Students with special needs should come to office hours or schedule an appointment 
with the instructor to discuss possible accommodation. 
 
V. Topics and session schedule 
 
The course is broken down into three themes: (1) Sampling Designs, (2) Field Experiment and 
Observational Study Designs, and (3) Measurement Techniques.  The ordering reflects the 
cumulative nature of the material, with sampling theory being most foundational. The texts and 
topics will include the following (subject to revision): 
 
A. Sampling Designs 
 

1. Introduction to randomization theory, simple random sampling theory, large sample theory, 
and sample size determination. 
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Readings: Cochran (1977), Ch. 1-4; Thompson (2002), Ch. 1-4; United Nations (2005), Ch. V. 
 
Assignment: Write R programs to graph asymptotic sampling distributions of the following 
statistics for population distributions that exhibit various degrees of departure from 
normality: (i) mean, (ii) standardized mean, (iii) difference in means, (iv) standardized 
difference in means, (v) median, (vi) difference in medians, (vii) maximum, (viii) ratio, and 
(ix) proportion with values above the population median. Determine sample sizes needed to 
estimate these quantities with these populations with a pre-specified margin of error. 

 
2. Cluster and stratified sampling designs, self-weighting and non-self-weighting designs, 

optimal allocation, and design effects. 
 
Readings: Cochran (1977), Ch. 5, 5A, 9-11; Deaton (1997), Ch. 1; Thompson (2002), Ch. 11-
13; United Nations (2005), Ch. VI-VII. 
 
Assignment:  Write an R program to (i) carry out stratification via exact matching and 
minimum-distance clustering with auxiliary data; (ii) compute design effects for various 
sampling designs using census datasets; and (iii) carry out an optimal allocation analysis. 
 

3. Designs for rare, hidden, or elusive subpopulations. 
 
Readings: Bernard et al. (2010); Goel and Salganik (2010); Kalton (2009); Landry and Shen 
(2005); McKenzie and Mistiaen (2010); Salganik and Heckathorn (2004); Salganik et al 
(2011a); Salganik et al (2011b); Thompson (2002), Ch. 15-19. 
 
Assignment: Write an R program to examine the performance of different methods of 
estimating the conditional prevalence of a rare attribute based on networked population data. 
 

4. Longitudinal designs. 
 
Readings: Duncan and Kalton (1987); Kalton and Brick (1995); Lynn (2009), Ch. 1-2, 11-13; 
Rivers (2007). 
 
Assignment: Write R programs to (i) evaluate design effects of various longitudinal designs 
and (ii) implement a matching algorithm to construct a matched sample. Draft a memo 
describing two-three possibilities for the research design proposal assignment. 

 
B. Field Experiment and Observational Study Designs 
 

5. Complete unit randomized designs, minimal detectable effects, and power function. 
 
Readings: Bloom (1995, 2006); Cox and Reid (2000), Ch. 1-2; Duflo et al. (2008); Gerber and 
Green (2012), Ch. 1-3; Imbens and Rubin (2011), Ch. 1, 4, 6; List et al. (2010); Neyman 
(1923); Rubin (1990).  
 
Assignment: Write R functions to produce Ω for small experiments and random draws from 
Ω for large experiments, then make graphs of randomization distributions of ATEs and 
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standardized effects for different types of outcome data.  Relate these results to asymptotic 
power approximations. 
 

6. Block-randomized designs including matched pairs, stratified designs, and Latin squares. 
 
Readings: Bruhn and McKenzie (2009); Cox and Reid (2000), Ch. 3-4; Gerber and Green 
(2012), Ch. 4; Greevy et al. (2004). 
 
Assignment: Write an R program to block via stratification and multivariate clustering (non-
bipartite matching) and then carry out block randomization based on these results. 
 

7. Cluster randomized designs and associated design effects. 
 
Readings: Bloom (2004); Bloom et al. (1999); Imai et al (2009); Imbens (2011); Raudenbush 
(1997); Raudenbush and Liu (2000); Schochet (2007). 

 
Assignment: Derive expression for the power function under non-balanced cluster 
randomized design and write an R program to examine power based on this design. Write an 
R program to compute design effects for cluster randomization with and without blocking 
for a set of population outcomes. 

 
8. Designs for interference, spill-over, and social network effects. 

 
Readings: Aronow and Samii (2012); Duflo and Saez (2003); Gerber and Green (2012), Ch. 8; 
Halloran et al. (2009), Ch. 2, 13; Hirano and Hahn (2010); Levitt and List (2011); Sinclair et 
al. (2011).  
 
Assignment: Write an R program to analyze implications of alternative exposure models for 
power and bias given different types of “dependent happening” data. 
 

9. Designs for mechanisms or mediated effects, factorial designs, and encouragement designs. 
 
Readings: Angrist et al. (1996); Ashraf et al. (2007); Baird et al. (2011); Cox and Reid (2000), 
Ch. 5-6; Frangakis and Baker (2001); Frangakis et al. (2002); Gerber and Green (2012), Ch. 6, 
9-10; Gerber et al. (2010); Hirano et al. (2000); Imai et al (2012); Imbens and Rubin (2011), 
Ch. 24-25; Jo (2002).   
 
Assignment: Propose a factorial design to assess the mechanisms that may link a treatment to 
outcomes for a set of experiments that are provided.  Write and implement R programs to 
analyze power for a factorial design given clustering and blocking.  Write and implement R 
programs based on (i) Jo (2002) and (ii) Imai et al (2012). 
 

10. Observational study designs I: matched samples, multilevel/multistage observational studies, 
and case-control designs. 
 
Readings: Hong and Raudenbush (2006); Imbens and Rubin (2011), Ch. 15; Kalton and Piesse 
(2007)*download; Korn and Graubard (DATE), Ch. X; Rosenbaum (2010), Ch. 1,3, 7-13; 
Sekhon (2009). 
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Assignment: Write R programs for power analysis to determine cluster sample size and 
construction of matched clusters for studies with 2 and then 3 treatment groups, using 
population data provided. 

 
11. Observational study designs II: regression discontinuity designs, repeated observations, and 

downstream experiments. 
 
Readings: Dinardo et al. (2006); Gerber and Green (2012), Ch. 6; McKenzie (2011); Schochet 
(2009). 
 
Assignment: Write R programs to evaluate power for different sampling strategies for an RD 
design based on Schochet and to use simuluation to evaluate McKenzie’s claims.  Propose a 
downstream analysis for an experiment from the ISPS and JPAL archives and use data from 
that experiment to propose a well-powered design. 

 
C. Measurement Techniques 
 

12. Concepts and principles for measurement; behavioral measurement techniques, including 
indirect observation, experiments, games, activities, and audits. 
 
Readings: Bertrand and Mullainathan (2005); Bertrand et al. (2007); Casey et al. (2011); Fearon 
et al. (2009); Habyarimana et al. (2007); Levitt and List (2007); Olken (2007); Samii (2011); 
Webb (2000), skim all; Zwane et al. (2011). 

 
Assignment:  Work on your research design proposal, including meeting with instructor. 
 

13. Index techniques, including axiomatic index construction (poverty/welfare) and latent index 
construction via scaling and item-response modeling (psychometric scales). 
 
Readings: Deaton (1997), Ch. 3; Heckman (2011); Jensen and Miller (2010); Revelle (2011), 
Ch. 6-8. 
 
Assignments:  Write R code to construct poverty and psychometric indices from raw data.  
Study power given indices that vary in the number of items and validity levels. 
 

14. Specialized questionnaire techniques, including list experiments, anchoring vignettes, and 
expectation elicitation. 
 
Readings: Delavande et al. (2010; 2011); Glynn (2010); King et al. (2004); Warner (1965). 
 
Assignment: Work on research design proposal. 
 

D. Student Presentations 
 
The remaining sessions will be committed to student presentations of research design proposals. 
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